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Abstract
 Growing maintenance costs have become a major
concern for developers and users of software
systems. Predictive models of maintainability have
been developed to reduce such costs. Moreover,
predictive models based on internal measurements
represent a low-cost means to forecast the
maintenance costs and effort.
However, these measurements are not applicable to
dynamic languages. Indeed, such languages do not
declare the types of the variables. In that context,
usual internal measurement and the related
predictive models are not relevant.
Current paper analyzes the applicability of
predictive maintainability models on dynamic
languages, and proposes briefly some ideas of
solutions.
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1. Introduction

Today, the most important fraction of the IT budget
is allocated to the maintenance process. Indeed, 60%
of the IT costs are in the maintenance [14],[18].
Regarding this data, a goal to achieve would be to
decrease and better control the maintenance costs.

Predictive maintainability models represent a
strongly investigated mean to achieve such a goal
[1],[9],[11],[13],[15],[20]. The main idea of such
methods is to forecast the maintenance effort as early
as possible in the product lifecycle.
With such predictions, a suitable planning can be
done, and therefore, a better control and a decrease of
the costs can be possible. Moreover, predictive
models can be used as well qs to explore different
possibilities and to choose the less costly in terms of
predicted maintenance.

In the literature, many predictive maintainability
models can be found [1],[11],[15]. However, and in
order to be as clear as possible, two kinds of models
can be distinguished in the state of the art.

On the one hand, some models are based on the
measurements of attributes like bugs density, effort
to modify a program, or to understand it. Such
measurements are often called external measurement
[6]. In fact, ”external” means two different things:

•  measuring necessitates to execute the code,
i.e. bugs density

•  the measure is related to the maintenance
process, i.e. effort to modify.

On the other hand, predictive models can also be
based on internal measurements. Internal means that
it is not necessary to execute the code to compute the
measurement result. For instance, the McCabe
cyclomatic number [15] is an internal measurement.



The current paper will only consider the second type
of model, that is, predictive models which take
internal measures as input.

Obviously, since most of the internal measurements
are automatic (done by a software tool), they
represent a low-cost means to predict maintainability.
This main characteristic represents the rationale
behind using such models in order to reduce IT costs.

Nevertheless, internal measurements present
important limitations with respect to their
applicability to some languages.
Indeed, most of the internal measures have been
developed for programming languages like Java or
C++. These languages hold an important property
that eases the use of these measurements. They are
statically typed.
The type of each variable is declared within the code.
So, to determine the type of a given object/variable
used in a given program some parsing would be
needed; furthermore determining the types remains an
achievable objective.
Moreover, some internal measurements need to
rigorously know the types within a program, e.g.
coupling. And, the predictive maintainability models
often use such measurements.

So, it means that if a given language (e.g., Python,
Smalltalk, VB…) does not declare their types, such
measurements and their related models are not
applicable. These languages called dynamic - because
the types are defined at the run-time – do not benefit
from the internal measurement, and therefore from the
predictive maintainability models

The current paper aims at understanding the
limitations within dynamic languages of internal
measurement-based predictive models. We highlight
the issues due to the dynamic typing of such
languages, and give some ideas of solution.

2. Dynamic Languages Issues
Predictive maintenance models based on internal
measurement are applicable for static languages like
C++, Ada or Java. Indeed, most of the measurements
used in such predictive models, e.g. coupling
cohesion, need to formally identify the types within
the program . In this case, types identification is
possible by only parsing the source code.
The coupling measurement is widely used in
predictive models. Indeed, measurements like fan
out, fan in, or coupling between objects (CBO)
represent useful measurement methods in order to
predict maintainability.
There are different definitions of the coupling
attribute. Roughly speaking coupling is the amount

of connections between modules or classes for the
object-oriented paradigm. According to Stevens et
a l . , the measure of the strength of association
established by a connection from one module to
another. [21]
Another example is the fan-out attribute which can be
defined as follows: the fan-out of a module M is the
number of local flows that emanate from M, plus the
number of data structures that are updated by 
M.[11]. In other words, the fan-out measurement
counts the number of classes or modules used by a
given class or module.
However, to compute such a measurement, it is
necessary to previously identify the types of each
object. Moreover, this type identification must be
done by parsing the source code, since the
measurement is internal.
The same can be said for the other coupling
measurements. So, type identification is crucial for
predictive maintenance models.

Another example of internal measurement that needs
types identification is cohesion. Module cohesion
was introduced by Yourdon and Constantine as how
tightly bound or related the internal elements of a
module are to one anothe.r [22].
An important measurement for cohesion is the set of
lack of cohesion, that is, LCOM. Three authors have
suggested a definition of LCOM [5], [9],[15].
According to [1], these measurements seem to be
closely related to reusability of the source code. In
that sense, the reusability quality is relevant within a
predictive maintenance model.
To be correctly computed, each of the measurements
proposed for cohesion need to identify the types of
the variables. Indeed, the type of each variable within
the body of a method or function must be determined
in order to clarify whether the given class or module
uses all the variables. In other words, it is necessary
to know the type of all variables within a method in
order to compute the cohesion measure.

In that context, dynamic languages represent an
interesting and important issue for such predictive
models.
Indeed, dynamic languages do not declare the types
of their variables. So, internal measurement is
strongly impoverished.
Moreover, and since internal measurement is mostly
based on static analysis of the source code,
measurement like cohesion and coupling are difficult
to  apply onto such languages.
Therefore, predictive models of maintenance based on
internal measurement are hardly relevant for dynamic
languages.
A static identification of the types seems to be
impossible in those languages. Only the name of the



variables is given by the code, but not their type, not
even their name. So, determining the types is made
up of uncertainty. In other words, only analyzing the
syntax of the source code written in a dynamic
language is not enough to collect information about
the types.
It is clear that there is a strong need for defining
internal measurement applicable to dynamically typed
languages. Since internal measures represent a key
point of predictive models of maintenance, today,
dynamic languages do not benefit of such useful
models.
Nevertheless, some applicable solutions exist, even if
they are still unused in the industry or the academic
world.

3. Some Ideas of Solutions
3.1. Calibration
A first idea of solution can be found in the
metrology. In fact the application of suitable
metrology concepts such as calibration and error
would represent a low-cost means to correct such
measurement.

Indeed, since the errors related to dynamic typing
arise thoroughly during measurement, the adjustment
could be rigorously the same for each execution of
the measure.
In that sense, such kinds of errors are well known
within the metrology field. They correspond to the
well-known concept systematic errors, which occur
each time the measurement is executed, regardless the
conditions.
According to [7], systematic errors are defined as a
component of error which, in the course of a number
of analyses of the same measurand, remains constant
or varies in a predictable way. It is independent of
the number of measurements made and cannot
therefore be reduced by increasing the number of
analyses under constant measurement conditions.
The measurand is the quantity to be measured.
Moreover, the systematic error can be controlled in
some cases thanks to its predictability. For example,
the cause of such an error can be a misconception of
the measuring instrument. In this case, a calibration
of the instrument can be enough in order to reduce
the effects of a systematic error [16].
This corresponds exactly with the problem we face.
Due to a misconception of the measuring instrument,
which is not able to infer the types, an error affects
systematically the measurement. And, most of the
types within a program are not counted.
Metrology suggests an easy means to handle this
predictable error, that is, calibration.
In [8], calibration is defined as a set of operations
that establish, under specified conditions, the
relationship between values of quantities indicated

by a measuring instrument (or values represented by
a material measure) and the corresponding values
realized by standards. The result of the calibration
can be considered as a correction of the values
indicated by the measuring instrument.
An important term is used within the definition, that
is, standard. A standard or etalon can be a material
measure, measuring instrument, reference material
or measuring system intended to define, realize,
conserve or reproduce a unit or one or more values
of a quantity to serve as a reference [8].
Therefore, in our case, the etalon would be a set of
pieces of code that show some relevant examples in
regard with the type inference for a given dynamic
language.
However, things are not as simple as previously
explained. Indeed, the need for an etalon for correctly
calibrating remains an important issue, which begin
to be discussed [1], [16]. And, even thought this
topic is a very interesting problem, it is out of the
scope to more detail such concept.
When etalons are clearly defined, the measurement of
the standards, i.e. examples of code, is manually
made. Each standard or piece of code is then linked
with the exact value, assuming that the manual
measurement is correct.
At this point of the calibration process, the correct
values of the standards are known. So, now it is
necessary to proceed to the measurement with the
measuring tool in order to obtain the values given by
the tool.
Now, a pair of values is available for each etalon. So,
a linear regression can be computed with these values
to get the relationship between the correct values
(manually obtained) and the values returned by the
measuring tool.
An important assumption has been made to compute
the linear regression. Indeed, the relationship between
the correct and the erroneous values is linear. This
hypothesis is acceptable, if and only if the definition
domain of the relationship is so small that the curve
is locally linear.
Finally, each time the measurement is executed, the
correct value is computed within the linear
relationship by using the value given by the
measuring tool.

3.2. Improved Semantic Analysis
A second idea of solution can be found in semantic
analysis. Enhancing the semantic analysis within
measurement tools is another way to correctly
compute measurements that need formal type
identification.
Now, the question is how can we determine the types
in a dynamic language, which does not declare its
types?



The main idea of such means is to build a set of rules
or heuristics that helps identifying the types of the
variables. These rules would be build thanks
empirical studies of source codes samples, for which
different variables typing cases are available.

An example will highlight this second point. Let the
following source code in Python.

Class A:
def methodA(self, attr):

for k, v in attrs :
print v

Source Code 1 Python Sample

The question is which is the type of the argument
attrs? This is an important question to compute
coupling.
Since there is a loop for exploded into two variables
k and v, it seems that attrs is a dictionary, that is, a
Python array. Now, the question is which is the type
of the element within this array?
It is important to know that in such construction for
k, v in attrs, the variable k represent the keys of the
array, and the variable v is the values of the elements.
So, since the value of the variable v is displayed at
the last line, the type of the variable v can be:

• Number: float, integer
• String

In that case, it is not decidable, and a coefficient of
uncertainty must be related to the type. This
coefficient could be empirically set up.
Moreover, the print statement can be an error of the
programmer, and in that case the content of v is a
memory address.  But, based on a static analysis, it
is impossible to detect such method, unless a
stronger semantic analysis is done.

3.3. Models Using Other Definition
Measurement

A third solution to investigate would be to extent the
definition of the internal measurements involved in
the predictive maintainability models.
For instance, a « static » definition of the coupling
attribute is not relevant for a dynamic language, since
coupling depends on the history of execution of the
program.In that sense, it could be more useful to
define and measure another other attribute related to a
more « dynamic » coupling concept.
In other words, the model or meta-model of the new
coupling attribute would capture all properties of
dynamic languages   which affect the software
maintainability.
Investigating this solution means that the usual
predictive maintainability models should be avoided

with dynamic languages, and therefore new internal
measurements have to be to redefined.

4. Conclusion
In this paper, we study the applicability of the
predictive maintainability models for the dynamic
languages.
The paper highlights the problematic use of the
internal measurements within dynamic languages.
The dynamic typing is showed to be a blocking
factor that strongly affects the usability of such
models.
However, three solution proposals are briefly
described in the paper. Firstly, the application of
well-known metrology concepts (e.g., uncertainty,
systematic, calibration) is explained in terms of
improving the internal measurements. Secondly, it is
proposed to investigate and improve semantic
analysis in order to infer the types. Thirdly, the paper
suggests redefining the internal attributes (coupling,
cohesion….) involved in the predictive
maintainability models in such a manner that these
measurements would be relevant for the dynamic
languages.
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